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Although it is relatively well established that access to orthographic codes in production tasks is possible
via an autonomous link between meaning and spelling (e.g., Rapp, Benzing, & Caramazza, 1997), the
relative contribution of phonology to orthographic access remains unclear. Two experiments demon-
strated persistent repetition priming in spoken and written single-word responses, respectively. Two
further experiments showed priming from spoken to written responses and vice versa, which is
interpreted as reflecting a role of phonology in constraining orthographic access. A final experiment
showed priming from spoken onto written responses even when participants engaged in articulatory
suppression during writing. Overall, the results support the view that access to orthography codes is
accomplished via both the autonomous link between meaning and spelling and an indirect route via
phonology.

Keywords: word production, handwriting, phonology, orthography, orthographic access

Over the past few decades, a considerable amount of work has
been carried out to elucidate the processes and mechanisms un-
derlying spoken word production. As a result, detailed computa-
tional accounts of speaking have been brought forward (e.g., Dell,
Schwartz, Martin, Saffran, & Gagnon, 1997; Levelt, Roelofs, &
Meyer, 1999). Relatively less work has been devoted to an under-
standing of nonoral forms of production, such as handwriting,
typing, or spelling. What is known about written production has
mostly come from two streams of research. First, writing (and
typing) has been considered a special type of skilled motor behav-
ior, and from such a perspective, the way in which graphemes are
converted into overt written output (e.g., allographic selection, size
control, muscular adjustments, etc.) has been explored in consid-
erable detail (see, e.g., the framework proposed by van Galen,
1991). Models of this type are typically less concerned with
psycholinguistic structures and variables that potentially constrain
written production. Second, a good number of studies, mainly from
a neuropsychological perspective, have investigated orthographic
output tasks such as spelling, that is, the conversion of spoken
input into orthographic codes, and written picture naming (e.g.,
Badecker, 1996; Caramazza & Miceli, 1990; see Houghton &

Zorzi, 2003, for a computational model of spelling). Recently,
researchers have also begun to investigate orthographic production
tasks with chronometric methods (e.g., Bonin, Peereman, & Fayol,
2001; Kandel, Hérault, Grosjacques, Lambert, & Fayol, 2009).

A central theoretical issue in the field concerns the extent to
which written production is autonomous from, or dependent on,
spoken production. This question relates to the larger issue of how
the lexical system is structured. Early theoretical accounts (e.g.,
Geschwind, 1969; Hecaen & Angelergues, 1965; Lichtheim, 1885;
Luria, 1970) characterized handwriting as being entirely dependent
on the prior retrieval of phonological codes. According to such
obligatory phonological mediation theories, to write a word, one
would first have to retrieve its phonological format (i.e., covertly
name it), and these sound-based codes would subsequently be
converted into graphemic codes. This view is prima facie plausible
as spoken language precedes written language, in both ontogenetic
and phylogenetic terms (e.g., Scinto, 1986). It is also compatible
with most individuals’ introspection about how spelling is re-
trieved, as well as the common occurrence of homophone substi-
tutions (their 3 there) and phonologically plausible nonword
errors (error 3 errer) in writing and typing. However, the as-
sumption that orthographic access is phonologically mediated has
fallen out of favor because a number of neuropsychological studies
have suggested a dissociation between spoken and written produc-
tion. For example, in some patients, written picture-naming
performance is relatively spared when compared to spoken per-
formance, even though the difficulties in spoken production are not
caused by articulatory processes (e.g., Assal, Buttet, & Jolivet,
1981; Bub & Kertesz, 1982; Rapp & Caramazza, 1997; Shelton &
Weinrich, 1997). On a phonological mediation account, preserved
writing in the context of an inability to name should not be
possible.

More specifically, patients have been reported who exhibit
inconsistent lexical responses in written and spoken production in
response to the same picture. For instance, patient WMA (Miceli,
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Benvegnu, Capasso, & Caramazza, 1997) produced inconsistent
errors of this type, such that generation of an incorrect phonolog-
ical word form was followed by a correct orthographic word form
or such that generation of a semantic error in one modality was
followed by the generation of a different semantic error in the
other modality. Such findings (see also Miceli & Capasso, 1997;
Miceli, Capasso, & Caramazza, 1999) suggest that access to an
orthographic entry does not necessitate prior access to a phono-
logical word form and support the orthographic autonomy hypoth-
esis according to which orthographic representations can be di-
rectly accessed from semantic representations, without
phonological mediation (e.g., Rapp, Benzing, & Caramazza,
1997).

For these reasons, it is by now relatively uncontroversial that
writing does not necessarily depend on prior successful phonolog-
ical retrieval. However, this does not exclude the possibility of
cross-talk between the two representational formats, such as direct
links between entries in the phonological and orthographic lexi-
cons, and/or sublexical transcoding routes. Figure 1 presents a
rough sketch of the lexical output system, involving both phono-
logical and orthographic processing streams. The orthographic
autonomy position stipulates that via Link A, semantic activation
can directly propagate to entries in the orthographic lexicon. De-
spite this link, phonology could still influence and constrain or-
thographic selection. Miceli et al. (1997) distinguished between a
weak and a strong version of orthographic autonomy. The weak
autonomy view stipulates that entries in both the orthographic and
the phonological lexicons are directly activated from the semantic
system (via Links A and B in Figure 1, respectively) and map
directly onto each other (via Link C; e.g., Allport & Funnell, 1981;
Patterson & Shewell, 1987). By contrast, the strong version of
orthographic autonomy denies that there are direct links between
entries in the two lexicons and stipulates that phonology may
influence orthographic access only via sublexical transcoding
routes (Link D in Figure 1). On the basis of the inconsistency of
errors across response modalities in their reported patient, Miceli
et al. (1997) tentatively argued for the strong version of ortho-
graphic autonomy (see also Alario, Schiller, Domoto-Reilly, &
Caramazza, 2003).

Only a very few empirical studies have addressed the relation-
ship between phonological and orthographic codes in experimental

settings and with chronometric tasks, and the results have not been
consistent. In such experiments, the dependent variable is typically
the time of first contact of a stylus with a digital graphic tablet,
mirroring the oral naming times. For instance, Bonin, Fayol, and
Peereman (1998) asked French participants to write down the
names of pictures that were preceded by masked nonword primes.
A facilitatory effect of orthographic overlap was obtained, but
crucially, it was not modulated by whether prime and picture name
were homophonic (such as in, e.g., tygre–tigre [tiger]” vs. togre–
tigre). This finding was taken to argue against a role of phonology
in writing. Contrary evidence comes from a study by Bonin et al.
(2001) in which the authors manipulated the consistency of
phonology–orthography mappings in picture names to identify the
contribution and locus of phonological variables in written picture
naming. Assuming direct links between the phonological and the
orthographic lexicons, picture names consisting of heterographic
homophones (cygne–sign) should lead to the activation of a single
entry in the phonological lexicon, and this should in turn activate
multiple orthographic forms in the orthographic lexicon, inducing
a processing cost relative to nonhomophonic control words. How-
ever, the results showed no difference in written naming latencies,
suggesting that inconsistency defined at the lexical level was
irrelevant and, hence, that the two lexicons do not map directly
onto each other. By contrast, in a further experiment, word-initial
inconsistencies defined at the sublexical level affected writing
latencies: Inconsistent picture names were written slower than
consistent names. These results were taken to suggest that phonol-
ogy affects orthographic production mainly via sublexical
transcoding (Link D in Figure 1). In a picture-word interference
task (Zhang & Damian, 2010), participants wrote down names of
pictures while attempting to ignore visual distractor words pre-
sented at various time intervals (stimulus onset asynchronies
[SOAs]). Distractors were orthographically and phonologically
related (hand, /hænd/–sand, /sænd/), orthographically related but
phonologically less related (hand, /hænd/–wand, /wɒnd/), or un-
related. Both types of related distractors produced priming; how-
ever, at an SOA of 0 ms, phonologically related distractors yielded
more priming than less related ones. At a later SOA of 100 ms,
both types of distractors gave similar priming. This pattern sug-
gests a possibly temporary role of phonology in the generation of
written production, such that phonological influences on handwrit-
ing arise only in the early stages of orthographic preparation.

Overall, some tentative evidence exists suggesting that phono-
logical codes constrain orthographic outputs tasks such as hand-
writing; however, more evidence is needed to resolve this issue.
The experiments reported in this article contribute to this debate by
investigating the role of phonology in handwritten word produc-
tion via the use of persistent repetition priming. The following
section outlines the general approach, as well as previous work on
persistent effects in spoken production.

Short-Term Versus Persistent Priming Effects in
Lexical Access

A large number of psycholinguistic studies have been devoted to
the investigation of priming effects, such as semantic, ortho-
graphic, or phonological priming. A common observation is that
the priming effects are relatively short lasting (typically in the
range of mere seconds). The most commonly used processingFigure 1. Structure of the production system.
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metaphor to account for such effects is spreading of activation
within a lexical network (e.g., Neely, 1991). However, a different
and equally fundamental observation is that priming under certain
circumstances can be considerably more persistent. Long-lasting
priming effects have been previously studied predominantly from
an implicit memory perspective (e.g., Schacter, 1990). According
to this approach, such phenomena reflect the operation of memory
systems that are functionally separate from those involved in
explicit recall and recognition tasks. However, more recently, it
has been advocated that persistent priming arises as a side effect of
learning within a particular perceptual (and perhaps conceptual)
processing system. According to this view, it is unnecessary to
postulate a separate memory system (or function) to account
for persistent priming; rather, learning processes that take place
within perceptual systems manifest themselves as priming in var-
ious tasks (see Bowers & Kouider, 2003, for an overview). Hence,
effects of this type offer a valuable tool to investigate a particular
language domain.

One form of priming that has been shown to persist across
considerable time intervals is repetition priming, that is, a process-
ing benefit (faster response times and/or increased accuracy) when
a particular stimulus has been processed before. For instance, in
spoken word production tasks such as object naming, a picture is
named faster and/or more accurately when it is presented again,
compared to the initial presentation. This repetition priming has
been shown to survive delays of several weeks (e.g., Cave, 1997;
Mitchell & Brown, 1988) and possibly as long as one year or
longer (e.g., Bock & Griffin, 1998). The priming effect dissociates
from participants’ ability to recognize an item as having been
presented earlier: After substantial delays, episodic memory of the
original presentation is much reduced or eliminated, but repetition
priming is still observable at full strength (Mitchell & Brown,
1988).

When a picture is repeatedly named, all the cognitive processes
involved in the process (object recognition, semantic access, pho-
nological retrieval, articulation) are repeated, and persistent prim-
ing could reside at any (or all) of these processing stages (see
Barry, Hirsh, Johnston, & Williams, 2001, for discussion). Indeed,
both visual and nonvisual contributions to repetition priming in
object naming have been documented (see, e.g., van Turennout,
Ellmore, & Martin, 2000, for a neuroimaging study identifying the
neural correlates of both types of processes). To evaluate whether
visual repetition constitutes a necessary condition for repetition
priming to arise, Wheeldon and Monsell (1992) asked participants
to name pictures on critical target trials but to generate correspond-
ing response words based on short definitions on preceding prime
trials (e.g., “What is the largest animal swimming in the sea?”;
orally generated answer “whale”). Robust and persistent priming
was found, which implies that there are components to repetition
priming that are specific to word production and are not attribut-
able to the repetition of a particular image.

One possibility is that access to a particular word form, that is,
its phonological representation, is facilitated by repetition. To test
this possibility, Wheeldon and Monsell (1992) investigated in a
further experiment whether persistent priming is observed when
prime and target responses are heterographic homophones, that is,
they share their word form but refer to conceptually different
entities (sun–son; Wheeldon & Monsell, 1992). No priming was
found under these circumstances, which suggests that repeated

phonological encoding of a response in itself does not support
priming.

A further possibility is that persistent repetition priming in
picture naming depends on repeated access to conceptual repre-
sentations. This account was investigated by Monsell, Matthews,
and Miller (1992) in an experiment in which fluent bilinguals
generated repeated responses to the same conceptual representa-
tion in two different languages across prime and target trials (i.e.,
they responded to a particular definition with an English word and
subsequently named a picture corresponding to the same concept,
but now with its Welsh name). No priming was found, implying
that repetition priming is not mediated by conceptual access.

To account for the overall pattern of findings, Wheeldon and
Monsell (1992) and Monsell et al. (1992) suggested that repetition
priming in spoken production results from a strengthening of the
links between conceptual and phonological codes. Hence, neither
conceptual nor phonological access by itself is sufficient to yield
repetition priming, but the link between the two representational
levels must be engaged for the effect to arise. Such an account of
persistent priming fits well with connectionist frameworks of
language processing in which learning involves small incremental
changes in connection weights (e.g., Harm & Seidenberg, 1999).

Persistent Priming in Orthographic Output Tasks

Given that repetition priming is a well-established phenomenon
in domains such as visual word recognition (e.g., Bowers, 1996)
and spoken production (e.g., Wheeldon & Monsell, 1992), it is
plausible to predict similar effects in orthographic output tasks. If
so, such effects may offer insights into lexical access in written
word production. However, we are not aware of previous studies
that have documented persistent priming in tasks of this type (but
see Lambert, Kandel, Fayol, & Esperet, 2007, for a study in which
written words were produced multiple times in close succession).
Monsell (1987) reported results from an experiment assessing
various differences in format (spoken vs. visual) and task require-
ments (see/hear a word, say word aloud, etc.) and their conse-
quences on repetition priming. In this experiment, writing a miss-
ing word within a sentence in a study phase yielded very little (5
ms) repetition priming on a subsequent visual lexical decision
probe task. Other than this finding, repetition priming has to our
knowledge not been used in the investigation of written
production.

In the experiments below, our first aim was to replicate the
persistent repetition effect reported by Wheeldon and Monsell
(1992) with spoken responses, with a new set of stimuli. Next, we
assessed whether a comparable effect could be demonstrated when
response words were written, instead of spoken; as will be seen,
this was indeed the case.

Subsequently, we addressed the potential role of phonology in
the generation of handwritten responses by investigating the pos-
sibility of cross-modal repetition effects, such as when a word is
initially produced in spoken format and subsequently in written
format, or vice versa. Consider a case in which a word is initially
produced in spoken format, a process that involves access to the
semantic system, retrieval of a word form from the phonological
lexicon, and encoding of corresponding phonemes. According to
Wheeldon and Monsell (1992), this results in a strengthened link
between semantic and phonological codes (Link B in the produc-
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tion system outlined in Figure 1). Subsequently, the same word is
produced in written format. According to the orthographic auton-
omy hypothesis (Rapp et al., 1997), the orthographic lexicon can
be directly accessed from conceptual knowledge (Link A in
Figure 1).

The relative contribution of phonology can be assessed as fol-
lows: If phonology does not contribute to the access of ortho-
graphic codes in handwriting, Links C and/or D are functionally
irrelevant for the writing of a single word. Hence, Link B, primed
via the previous spoken production of the target word, does not
affect access to orthographic codes. On the other hand, if phonol-
ogy contributes to the retrieval of orthographic codes via Links C
and/or D, then it is easy to see how cross-modal repetition priming
could arise. Link B, primed through the previous spoken produc-
tion of the target word, allows more efficient access to phonolog-
ical codes. Subsequent transmission of phonological activation to
orthography, via direct mapping between phonological and ortho-
graphic lexical entries (Link C) or via sublexical transcoding
mechanisms (Link D), will result in speedier and/or more efficient
retrieval of orthographic codes. Hence, demonstration of cross-
modal repetition priming would constitute strong evidence for the
involvement of phonological codes in written word production.

Studies that investigate persistent priming effects can be de-
signed in various ways. They sometimes consist of a single exper-
imental session, possibly itself consisting of several blocks, with
prime and target trials interleaved in each block (e.g., Wheeldon
and Monsell, 1992; Experiment 1). This design allows the manip-
ulation of the lag between prime and target responses and, hence,
a measurement of the time course of priming effects. If the time
course of the effect is of less concern, repetition priming could be
assessed in a design in which an experiment is subdivided into two
phases (study and probe phases), all prime stimuli are administered
in the first phase, and all target stimuli are administered in the
second phase (e.g., Monsell et al., 1992). In this version, partici-
pants are typically instructed that they will take part in two
separate experiments, one after the other, with no obvious relation
between the two. This design is common in research on visual
word recognition (e.g., Bowers, 1996; Bowers & Michita, 1998).
In the studies reported below, we chose this latter design and added
additional filler trials to both study and probe phases to obscure the
fact that a subset of prime trials reappeared in the probe phase.

Experiment 1

Method

Participants. Eighteen students at the University of Bristol
(Bristol, United Kingdom) participated in the experiment. They
were paid a small fee (£7 [approximately $11 U.S.]) or given
course credit for their participation. Participants were native Eng-
lish speakers and had normal or corrected-to-normal vision.

Materials and design. Seventy-four target objects were cho-
sen from the Snodgrass and Vanderwart (1980) set, based on the
following criteria: (a) name agreement (from the Barry, Morrison,
& Ellis, 1997, norms of the Snodgrass & Vanderwart, 1980, set
with British participants) � 90% (M � 97.5), (b) object names
with fewer than eight letters and phonemes (M � 5.6 and 4.6,
respectively), (c) spoken and written CELEX (Baayen, Piepen-
brook, & Gulikers, 1995) frequencies of �20 per million (M � 3.1

and 8.2, respectively), as long-term priming effects are likely to be
attenuated for higher frequency stimuli (see Wheeldon & Monsell,
1992, Experiment 1).

Subsequently, we generated 74 corresponding definitions, either
as dictionary-type (“A long pointed symbol used to display a
direction?”–“arrow”) or as a fixed expression in which one word
was missing (“He is a ____ of laughs”–“barrel”). As in Wheeldon
and Monsell (1992), definitions were chosen so as not to involve
the description of visual features, to minimize the chance that
responding to the definitions would prime subsequent processing
of pictorial features of the corresponding target object instead of its
name retrieval. We verified on a separate group of six participants
that all definitions elicited the desired responses in at least five out
of six cases (M � 95%). All target pictures and corresponding
definitions are shown in the Appendix.

The experiment consisted of a study phase, in which participants
generated responses based on definitions, and a probe phase, in
which pictures were named. In the probe phase, all 74 target
objects were presented to all participants, but only half of them,
rotated across participants, occurred as definitions in the study
phase. To reduce potential variability due to stimulus rotation, the
resulting two lists were chosen to be statistically matched on
familiarity, name agreement, picture-naming times (all from Barry
et al., 1997), word length, and spoken and written frequency, using
the utility Match (van Casteren & Davis, 2006).

To obscure the priming relationship for the critical subset of
items, 80 filler definitions were included in the study phase and
100 filler pictures in the probe phase. Hence, 31.6% (37 out of 117
trials) of the definition responses in the study phase reappeared in
the probe phase, and 21.3% (37 out of 174 trials) of pictures in the
probe phase had been previously named in response to definitions.

Apparatus. Stimuli were presented from an Intel-based com-
puter on a 19-in. monitor using DMDX 3.0 (Forster & Forster,
2003). Definitions were presented in black Times New Roman
14-point type on white background. Pictures were standardized to
a size of approximately 7 � 7 cm and presented as black-and-
white line drawings on white background. Both definitions and
pictures were presented in the center of the screen. Spoken re-
sponses were recorded with a headset (Sennheiser mb40) with
attached microphone, which was connected to the computer. On
each trial, DMDX wrote a digital file to the hard disk and, in the
probe phase, determined the onset of each vocal response to the
nearest millisecond.

Procedure. Participants were tested individually in a quiet
room. They were instructed that they would participate in two
independent experiments, each one requiring spoken responses. At
the start of the study phase, they were instructed that their task was
to generate single-word responses to visually presented definition
statements and that they should say the response word as quickly
and accurately as possible. A practice block of 10 trials was
administered in which definitions other than those in the study
phase were presented, followed by the 117 study-phase trials.
Completion of the study phase took approximately 20 min. After
a short break, participants were instructed that in the second
(probe) phase, they would see line drawings of everyday objects on
the screen and that their task was to name them as quickly and
accurately as possible. A practice block of 20 trials was adminis-
tered in which pictures other than those used in the main experi-
ment were named, followed by the 174 experimental trials. Com-
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pletion of the probe phase took approximately 20 min. Hence, the
entire experimental session consisted of 291 trials and took ap-
proximately 45 min to complete.

In the study phase, a stimulus sequence began with a fixation
cross (500 ms), followed by a blank-screen interval (500 ms) and
then the presentation of a definition for 3,500 ms. Following the
definition, there was a 1,000-ms blank-screen pause before a new
trial sequence began. The experimenter monitored responses for
accuracy online and noted those trials on which responses other
than the expected ones were given.

In the probe phase, the stimulus sequence also began with a
fixation cross (500 ms) and a blank-screen interval (500 ms).
Pictures were presented for 2,500 ms, and responses were mea-
sured relative to the onset of the picture. As in the study phase, the
experimenter monitored responses for accuracy and additionally
for the presence of hesitations, stutters, mouth clicks, and technical
malfunctioning. A blank interval of 1,000 ms separated each
stimulus sequence from the next.

Results and Discussion

Latencies on probe-phase trials on which the experimenter had
identified an error (3.2%) and response times longer than 1,800 ms
or shorter than 250 ms (1.3%) were eliminated from the latency
analysis. Additionally, latencies on target trials in the repeated
condition on which participants had made an error on a corre-
sponding prime trial were excluded (8.3%). Average latencies and
error rates of the repeated and control conditions are shown in
Table 1, and cumulative response distributions are displayed in
Figure 2. Mean response latencies were faster (59 ms) in the
repeated than in the control condition, and Figure 2 shows that this
effect extended across the entire response time distribution range.
Errors were somewhat lower (0.6%) in the repeated than in the
control condition.

The results of all experiments reported in this article were
analyzed using a linear mixed effects methodology (Baayen, 2008;
Baayen, Davidson, & Bates, 2008), which simultaneously takes
participants and items variability into account, using the software
R (R Development Core Team, 2009) with the package lme4
(Bates & Maechler, 2009). An analysis of variance (ANOVA)
conducted on the latencies of Experiment 1 with the factor repe-
tition (repeated vs. control) was highly significant, F(1, 1159) �
20.07, MSE � 599,313, p � .001. An analysis of the error
percentages using logit mixed modeling (Jaeger, 2008) showed
that the difference was not significant (SE � 0.349, Wald Z �
0.84, p � .400).

These results replicate, with a new set of stimuli, the previously
documented persistent repetition priming effect in spoken word
production. The size of the repetition priming effect is generally
compatible with previously reported results; for example, Wheel-
don and Monsell (1992) reported effects of 77 ms, 46 ms, and 67
ms for their experiments. Having established that a substantial and
reliable repetition priming effect can be obtained with our set of
target definitions and pictures, we now turn to the question
whether a parallel effect can also be found with written responses.
The following experiment was identical in design to the first one,
except that responses in both study and probe phases were not
spoken, but written on a digital tablet, and that response times were
measured as the initial time of contact of a stylus with the writing
surface.

Experiment 2

Method

Participants. Eighteen students at the University of Bristol,
none of whom had taken part in the first experiment, participated
and received course credit. All were native English speakers and
had normal or corrected-to-normal vision.

Table 1
Response Latencies and Errors for Experiments 1–5

Experiment

Condition

Control Repeated Difference

1: Spoken–spoken
Response latency (ms) 872 (241) 813 (193) 59��

Errors (%) 3.5 (18) 2.9 (17) 0.6
2: Written–written

Response latency (ms) 995 (232) 956 (232) 39��

Errors (%) 4.1 (20) 2.6 (16) 1.5
3: Spoken–written

Response latency (ms) 1,040 (269) 1,008 (268) 32�

Errors (%) 3.3 (18) 4.2 (20) �0.9
4: Written–spoken

Response latency (ms) 819 (231) 783 (203) 36��

Errors (%) 3.8 (19) 3.8 (19) 0.0
5: Spoken–written with

articulatory
suppression

Response latency (ms) 1,009 (227) 974 (211) 35��

Errors (%) 4.7 (21) 3.5 (18) 1.2

Note. Standard deviations are in parentheses.
� p � .01. �� p � .001.
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Figure 2. Mean cumulative response distributions for Experiments 1
and 2.
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Materials and design. These were the same as in Experi-
ment 1.

Apparatus. As in the earlier experiment, stimuli were pre-
sented on a 19-in. monitor using DMDX. Written responses were
collected with a pressure-sensitive WACOM Intuos A4 graphic
tablet and a WACOM inking digitizer pen. Definitions and pic-
tures were displayed toward the bottom of the screen, rather than
in the more customary central position, to minimize eye move-
ments between the displays and the writing surface. A sheet of
paper was placed on the tablet, and participants wrote down the
response word on each trial. Using an inking pen as the stylus
yielded a record of the responses, which allowed us to identify
errors and to eliminate latencies on corresponding trials. Within
the response period of each trial, DMDX registered successive
contact on- and offsets of the digital pen with the tablet. From
these, the initial time of contact was extracted as the dependent
variable.

Procedure. Participants were tested individually. They were
instructed that they would participate in two experiments, each
requiring a written word as a response on each trial. Participants
were instructed to hold the stylus just above the corresponding line
on the response sheet in anticipation of the response, such that the
response would not require an arm movement. Additionally, dur-
ing the practice block, participants who dropped the stylus onto the
sheet at the beginning of the trial, paused until they had identified
the response, and then started moving the pen were explicitly
instructed not to do so. It was ensured that all participants com-
plied with the instructions before testing began.

The sequence of study and probe phases, as well as the number
of practice and critical trials within each phase, was identical to
Experiment 1. The timing of the events within each trial was
slightly adjusted to take into account the slower execution speed of
written responses. In the study phase, a stimulus sequence began
with a fixation cross (500 ms), followed by a blank-screen interval
(500 ms) and presentation of a definition for 4,500 ms. There was
a 1,000-ms blank-screen pause after the sentence was displayed
and before a new trial sequence began. In the probe phase, the
stimulus sequence also began with a fixation cross (500 ms) and a
blank-screen interval (500 ms). Pictures were presented for 3,500
ms, and responses were measured relative to picture onset.

Results and Discussion

Latencies on target-phase trials on which participants had made
an error (3.3%), response times longer than 1,800 ms or shorter
than 250 ms (3.4%), and latencies on repeated targets on which
participants had made an error on the corresponding prime trial
(5.2%) were eliminated. Table 1 shows latencies and errors, and
Figure 2 shows the response time distributions. An ANOVA
showed that response latencies were significantly faster (39 ms) in
the repeated than in the control condition, F(1, 1171) � 12.03,
MSE � 353,105, p � .001. A logit mixed modeling analysis on the
error percentages showed no significant difference (SE � 0.370,
Wald Z � 1.52, p � .128).

Compared to the first experiment, the results of Experiment 2
exhibited overall slower latencies (difference: 132 ms); the finding
of slower responses in written than in spoken responses is gener-
ally compatible with previous reports (e.g., Bonin, Chalard, Méot,
& Fayol, 2002). More importantly, the results clearly demonstrate

that persistent repetition priming was present in a written word
production task. The size of the repetition priming effect (39 ms)
is somewhat smaller than the one obtained in the first experiment
(59 ms). A joint analysis conducted on the combined latency data
of the first two experiments showed a main effect of response
mode, F(1, 2330) � 12.00, MSE � 357,787, p � .001; a main
effect of repetition, F(1, 2330) � 29.62, MSE � 882,900, p �
.001; but no interaction between response mode and repetition
(F � 1, p � .403).

Hence, with a methodology parallel to the one used in spoken
production (Experiment 1 and earlier studies such as Wheeldon &
Monsell, 1992), written word production is subject to similar
repetition priming. The source could be in the process of accessing
the orthographic lexicon or in graphemic retrieval, or it could be
due to motoric processes (i.e., preparation and execution of the
motoric aspects of the response could be rendered faster and more
efficient through repeated production). Of course, a further—and,
from our point of view, most interesting—possibility is that it
could be due to the involvement of phonological variables: If
phonological representations contribute to and support handwritten
word production, then it is plausible that this is where the priming
effect arises. It is also possible that repetition priming arises from
multiple sources.

One way of distinguishing effects of response planning from
those of execution is to analyze word durations. It is conceivable
that repetition priming could affect not only response preparation
but also the speed with which a response is executed. Wheeldon
and Monsell (1992) computed durations of spoken responses in
their study of repetition priming and found, in their first two
experiments, no differences between repeated and control items
and, in their third experiment, a small but significant facilitation
effect. They concluded that the latter effect was probably attrib-
utable to priming of speech articulation and was independent of the
much larger repetition priming effect arising in word preparation.

We applied this logic to written word production and analyzed
word duration. In our experiment, all successive stylus on- and
offsets of contact with the digital tablet within each trial were
recorded; hence, we were able to extract response durations on
each trial. Durations on trials on which response latencies were
considered invalid (according to the criteria outlined in the section
on the latency analysis) were excluded (8.6%). Additionally, du-
rations on a proportion of trials (6.0%) on which the final recorded
event on a trial was not a stylus offset but rather an onset (most
likely because participants had not completed response execution
by the time the response window of 3.5 s had elapsed) were also
excluded. Average durations for the control and the repeated
conditions were very similar (1,811 vs. 1,828 ms, respectively).
The difference of 17 ms did not differ significantly from zero, F(1,
1156) � 0.53, p � .466. Hence, repetition priming in handwritten
word generation exerts a clear effect on response preparation, but
evidently not on execution, providing some evidence against a
motoric locus of the effect.

In the next two experiments, we focused on the potential con-
tribution of phonology to writing, and we investigated whether
priming is observed when words are produced in spoken format in
the study phase but are written in the probe phase (Experiment 3),
or vice versa (Experiment 4). In this cross-modal version of the
repetition priming paradigm, graphemic production only takes
place in either the study or the probe phase, but not in both. Hence,
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obtaining priming would further rule out motoric priming as the
sole source of the results of Experiment 2. Furthermore and more
interestingly, finding priming in the cross-modal version would
suggest a phonological contribution. Hence, the cross-modal rep-
etition priming task presents a test for the more general claim that
orthographic word production is at least partially supported by
phonological codes.

Experiment 3

Method

Participants. Twenty students at the University of Bristol,
none of whom had taken part in the first two experiments, partic-
ipated and received course credit. All were native English speakers
and had normal or corrected-to-normal vision.

Materials, design, apparatus, and procedure. These were
identical to those used in Experiments 1 and 2. However, in the
study phase, participants produced their responses to the defini-
tions in spoken form (as in Experiment 1), and in the probe phase,
they wrote down their responses on the graphic tablet (as in
Experiment 2). All other characteristics of the experiment were
identical to the earlier experiments.

Results and Discussion

Latencies on target-phase trials on which participants had made
an error (3.8%), response times longer than 1,800 ms or shorter
than 250 ms (5.9%), and latencies on repeated targets on which
participants had made an error on the corresponding prime trial
(6.5%) were eliminated. Table 1 shows latencies and errors, and
Figure 3 shows response time distributions. An ANOVA showed
that response latencies were significantly faster (32 ms) in the
repeated than in the control condition, F(1, 1300) � 7.47, MSE �
277,013, p � .006. A logit mixed modeling analysis on the error

percentages showed no significant difference (SE � 0.296, Wald
Z � 0.99, p � .325).

The fact that significant repetition priming persists even across
response modalities (from spoken to written responses) suggests
that access to phonological codes supports at least a portion of the
effect obtained in the written–written case (Experiment 2). Before
we discuss the implications of this finding, we report the next
experiment, which tested the reverse case, namely, potential prim-
ing from written onto spoken responses.

Experiment 4

Method

Participants. Twenty students at the University of Bristol,
none of whom had taken part in the earlier experiments, partici-
pated and received course credit. All were native English speakers
and had normal or corrected-to-normal vision.

Materials, design, apparatus, and procedure. These were
identical to those used in Experiment 3, except that the response
modes in study and test phases were reversed: In the study phase,
participants wrote down their responses on the graphic tablet, and
in the test phase, they produced their responses to pictures in
spoken form.

Results and Discussion

Latencies on target-phase trials on which participants had made
an error (3.8%), response times longer than 1,800 ms or shorter
than 250 ms (1.4%), and latencies on repeated targets on which
participants had made an error on the corresponding prime trial
(3.6%) were eliminated. An ANOVA showed that response laten-
cies were significantly faster (36 ms) in the repeated than in the
control condition, F(1, 1348) � 10.45, MSE � 338,181, p � .001.
A logit mixed modeling analysis on the error percentages showed
no significant difference (SE � 0.304, Wald Z � 0.01, p � .99).

The results hence parallel those from Experiment 3 in that clear
evidence for cross-response mode repetition priming was obtained.
We interpret this finding as evidence for the role of phonology in
written word generation. However, there is an alternative account
of the results of Experiment 4: While participants wrote down a
word, they simultaneously read the generated output. As visual
word recognition is generally believed to involve automatic pho-
nological encoding, this would lead to the activation of sound-
based representations. If so and written responses are generated in
the study phase, then priming onto a subsequent probe phase
requiring spoken responses is perhaps not very surprising, and
simply reflects the sounding out of the generated written output in
the study phase. By contrast, in Experiment 3, written responses
were produced in the probe phase, and hence, response latencies
reflected processes preceding the execution of the response. Under
these circumstances, obtaining priming from a prior spoken pro-
duction of a target word is evidently a relatively pure measure of
the degree of phonological involvement. For this reason, in our
view, the results of Experiment 3 are stronger than those of
Experiment 4 in providing evidence concerning the role of pho-
nology in handwriting.

If it is indeed the case that handwritten words are phonologically
encoded after they have been produced (see above), then it is
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Figure 3. Mean cumulative response distributions for Experiments 3
and 4.
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perhaps surprising that the size of the priming effect in Experi-
ments 3 and 4 is virtually identical (a joint analysis showed no
interaction between experiment and repetition priming, F � 1). In
Experiment 3, in which written words were produced in the probe
phase, the results reflect exclusively phonological contributions
before a response was initiated, whereas the results of Experiment
4 presumably exhibit these preresponse conditions, plus, addition-
ally, the priming from phonological recoding of a response after it
has been produced. Evidently, it is the case that once the phono-
logical lexical entry has been primed, additional priming does not
accrue a further benefit on subsequent target retrieval.

In the final experiment, we tested whether the involvement of
phonological codes in the generation of written words is to some
extent optional. Given that the evidence for an autonomous link
between conceptual and orthographic codes is strong (see the
introduction), it is possible that the simultaneous activation of
phonological codes, although empirically demonstrable (see Ex-
periment 3), is not necessary and that the contribution of this route
may be turned off with an appropriate experimental manipulation.
Zhang and Damian (2010) reported a picture-word interference
experiment involving written responses in which a contribution of
phonological overlap between distractors and picture names
emerged (i.e., the distractor sand primed written picture naming of
hand more than wand did). However, in a second experiment, this
effect disappeared when participants engaged in articulatory sup-
pression while writing down the response words. This technique,
commonly used in short-term memory research, involves asking
participants to perform a secondary task consisting of the reciting
of nonsense syllables or words or counting aloud. In short-term
memory tasks, this diminishes the classic indicators of phonolog-
ical rehearsal (word length and phonological similarity effects;
e.g., Baddeley, Thomson, & Buchanan, 1975), and it is typically
assumed that articulatory suppression prevents refreshing of mem-
ory traces via subvocal naming and entering of items into the
phonological loop. Given that, in Zhang and Damian’s work, this
technique evidently reduced the contribution of phonology to
written word generation, in our final experiment, we repeated the
design of Experiment 3 (spoken responses in the study phase,
written responses in the probe phase), but in the probe phase,
participants were asked to count aloud on each trial while they
wrote down their responses.

Experiment 5

Method

Participants. Eighteen students at the University of Bristol,
none of whom had taken part in the earlier experiments, partici-
pated and received course credit. All were native English speakers
and had normal or corrected-to-normal vision.

Materials, design, apparatus, and procedure. These were
identical to those used in Experiment 3, except that in the probe
phase, participants were instructed that their main task was to write
down the names of presented pictures as fast and accurately as
possible. Additionally, they were asked to count aloud from one to
10, starting on each trial as soon as the fixation dot appeared on the
screen. Informal tests conducted prior to the setting up of the
experiment had shown that the time involved in counting to 10

roughly covered the time it took participants to prepare and write
down the picture name.

Results and Discussion

Latencies on target-phase trials on which participants had made
an error (4.1%), response times longer than 1,800 ms or shorter
than 250 ms (3.8%), and latencies on repeated targets on which
participants had made an error on the corresponding prime trial
(6.0%) were eliminated. Table 1 shows latencies and errors, and
Figure 3 shows response time distributions. An ANOVA showed
that response latencies were significantly faster (35 ms) in the
repeated than in the control condition, F(1, 1145) � 12.40, MSE �
376,803, p � .001. A logit mixed modeling analysis on the error
percentages showed no significant difference (SE � 0.318, Wald
Z � 1.07, p � .296).

Given that Experiment 5 was identical to Experiment 3 in all
aspects other than the presence of articulatory suppression, a joint
analysis was conducted on the combined latency data. These
showed no effect of experiment (F � 1, p � .370); an overall
effect of repetition, F � 17.68, MSE � 598,167, p � .001; but no
interaction between experiment and repetition (F � 1, p � 1.00).

Hence, engaging in articulatory suppression while writing down
response words had only minor effects on writing speed and
accuracy compared to the condition without articulatory suppres-
sion. Importantly, the repetition priming effect was still present at
full strength. Evidently, phonology is involved in written word
production despite the articulatory suppression manipulation;
hence, it is not the case that the involvement of phonological codes
in written word generation is to some extent optional. An inter-
esting issue remains why the articulatory suppression manipulation
evidently reduced the role of phonology in the picture-word task
reported by Zhang and Damian (2010) but not in the repetition
priming effect reported here. One possibility is that in the picture-
word task, articulatory suppression primarily affects distractor,
rather than target, processing. Given that priming in this task arises
from participants involuntarily processing a printed distractor
word, perhaps articulatory suppression prevents or reduces pho-
nological recoding of the visually presented word. Some evidence
exists that this might be the case (Kleiman, 1975; but see Besner,
1987). If so, we would argue that the repetition priming results
reported in the current article constitute clearer evidence than the
picture-word findings concerning the role of phonology in written
word generation.

General Discussion

In five experiments, we utilized persistent repetition priming to
identify the contribution of phonological codes to written word
generation. Experiment 1 replicated, with a new set of stimuli, the
previously reported finding (e.g., Wheeldon & Monsell, 1992) that
generating a spoken word in a study phase in response to defini-
tions substantially primes picture naming of the same word in a
probe phase. Experiment 2 demonstrated a parallel effect when
responses were handwritten, rather than spoken. Experiments 3
and 4 showed that repetition priming was obtained even when
responses were spoken in the study phase and written in the probe
phase or written first and then spoken. Finally, Experiment 5
demonstrated that, when responses were spoken in the study phase
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and produced in written form in the test phase with concurrent
articulatory suppression, repetition priming still persisted.

The results of Experiment 2 constitute, to our knowledge, the
first instance of documented persistent repetition priming in writ-
ten word generation. As outlined in the introduction, given the
preponderance of long-lasting priming in various input modalities
and specifically orthographically based priming (e.g., Bowers &
Michita, 1998), this finding is perhaps expected. However, it
remains of high interest that the extent of priming in Experiment 2
relatively closely resembles the findings of Experiment 1 with
spoken responses.

We interpret the results of Experiment 3 and 4, showing priming
from spoken to written production and vice versa, as suggesting
that the activation of phonological codes contributes to the gener-
ation of handwritten responses. According to the position advo-
cated by Wheeldon and Monsell (1992), repetition priming in
spoken responses arises from the increased availability of a word
form due to an incremental strengthening of the link between
conceptual and form-related representations (Link B in Figure 1).
In Experiment 3, if this is what took place in the study phase with
spoken responses, then finding priming on subsequent writing of
the same word (as we did) necessarily implies involvement of
phonological codes in access to orthographic representations. The
results of this experiment and, to a lesser extent (see above), the
data of Experiment 4 in which study and probe modality were
reversed hence constitute evidence that phonology supports and
constrains orthographic access in written word production.

How Do Phonological Codes Contribute to Written
Word Generation?

Our findings imply the contribution of an indirect transmission
route from concepts to orthography via phonology. As outlined in
the introduction, obligatory phonological mediation in access to
orthographic output codes is no longer considered a tenable theo-
retical position. Hence, the question concerns the exact cross-talk
between the two representational formats. Miceli et al. (1997)
distinguished between a weak and a strong autonomy view. Ac-
cording to the weak position, entries in both the phonological and
orthographic lexicons are activated from the semantic system and
map directly onto each other (Link C in Figure 1; e.g., Allport &
Funnell, 1981; Patterson & Shewell, 1987). In this way, ortho-
graphic access, although not phonologically mediated, is heavily
constrained by simultaneous activation of corresponding phono-
logical word forms. By contrast, a strong version of orthographic
autonomy stipulates that phonology may influence orthographic
access exclusively via sublexical transcoding routes (Link D in
Figure 1) and denies that there are direct links between entries in
the two lexicons (e.g., Alario et al., 2003).

Whether or not direct links between the two lexicons exist in the
context of orthographic output tasks such as writing raises larger
issues of how orthographic and phonological subsystems of lan-
guage relate to each other. A vast amount of research has been
devoted to the reading aloud of single words, and a central issue is
how to account for the transformation of a written word (or
nonword) into spoken output. The dual route model of reading
aloud postulates a sublexical, a lexical, and a semantic route
mediating between orthography and phonology, much like in Fig-
ure 1 when read from right to left (e.g., Coltheart, Rastle, Perry,

Langdon, & Ziegler, 2001). Alternatively, connectionist ap-
proaches (e.g., Plaut, McClelland, Seidenberg, & Patterson, 1996)
combine the sublexical and the lexical routes into a single non-
specific transformation process, with an optional semantic route.
Finally, the summation hypothesis (Hillis & Caramazza, 1991)
denies a direct link between the orthographic and phonological
lexicons and argues that reading aloud can be accomplished based
on the simultaneous availability of semantic and sublexical routes.
Neuropsychological case studies may speak to the existence of the
various postulated mechanisms. Traditionally, the existence of
phonological and surface dyslexias has been interpreted as result-
ing from the selective impairment of lexical and sublexical routes
(e.g., Coltheart, Curtis, Atkins, & Haller, 1993). However, this
view and the associated need to postulate separate conversion
routes are controversial (e.g., Plaut et al., 1996), and the issue
remains unresolved.

With regard to spoken and written output tasks, such as object
naming, which are driven by semantic input, a limited number of
neuropsychological case studies exist. In multiple picture-naming
tasks, participants are presented with a picture and are asked to
produce multiple naming responses in both oral and written for-
mats in close succession. Patients who produce large numbers of
semantic errors are assumed to suffer from a lexical-semantic
deficit. A certain subgroup of patients will, under such circum-
stances, produce inconsistent responses, that is, name the picture
differently orally and in writing, and crucially, for those patients
producing inconsistent responses, the orthography-to-phonology
and phonology-to-orthography conversion routes are evidently un-
available (i.e., they are unable to read or write nonwords; e.g.,
Alario et al., 2003; Beaton, Guest, & Ved, 1997; Miceli et al.,
1997; Rapp et al., 1997). This pattern has been used to argue
against a close mapping between the orthographic and phonolog-
ical lexicons: If the sublexical transcoding routes are not available,
then lexical selection is carried out relatively independently in oral
and written formats, resulting in inconsistent responses when a
large number of errors are being produced due to semantic impair-
ment. As summarized in the introduction, the only evidence from
healthy individuals with regard to whether handwriting is con-
strained by sublexical and/or lexical phonological codes was re-
ported in Bonin et al. (2001). They showed that word-initial
sound-to-spelling inconsistencies had a detrimental effect on writ-
ing, suggesting the operation of a sublexical phonological route
contributing to orthographic retrieval. By contrast, written naming
of pictures with heterographic homophone names was equally as
fast as that of control pictures, which was taken as evidence against
a direct link between orthographic and phonological lexicons.

The findings reported in this article allow only limited insight
into the exact nature of the phonology-to-orthography conversion
that evidently takes place during handwritten word production.
Our results merely support the general notion that sound-based
codes influence orthographic output tasks. In the context of per-
sistent repetition priming, the possibility that no direct links exist
between the phonological and the orthographic lexicons allows an
interesting prediction: Less cross-modal repetition priming should
be found for targets with inconsistently than consistently spelled
words. This is because, for inconsistent items, the postulated
sublexical transcoding between sounds and graphemes (Link D in
Figure 1) should contribute very little to graphemic retrieval.
Whether this is the case is of course an empirical question. Un-
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fortunately, an experiment to test this prediction may be difficult,
if not impossible, to design due to the constraints on stimulus
selection in the current experimental task.

The Locus of Repetition Priming in Written Tasks

It is important to note that our demonstration of repetition
priming with written responses (Experiment 2) by itself is not
informative with regard to the source of priming and, more gen-
erally, the possibility of persistent effects in the orthographic
system. Repetition priming in written tasks could arise from ac-
cessing the orthographic lexicon, from processes within the
lexicon such as temporarily lowered firing thresholds as a conse-
quence of recent retrieval, or from motorically based processes
(i.e., the preparation and execution of a motoric pattern may be
primed by prior retrieval of the same exact code). Of course,
written repetition priming could arise—partially or exclusively—
from phonological involvement, given that the cross-modal Exper-
iments 3 and 4 suggest that phonological codes support and
constrain orthographic retrieval. It would hence be interesting to
identify explicitly orthographic components that exhibit repetition
priming.

Unfortunately, this is rather difficult due to the intricate inter-
relatedness of orthographic and phonological codes in alphabetic
languages. One could dissociate motoric from more abstract
sources of written repetition priming by testing for priming be-
tween heterophonic homographs (e.g., study phase: “I want to
[tear, /tεər/] my hair out!”; probe phase: picture of a tear, /tIər/; see
Orliaguet & Boë, 1993, for a related approach of using homo-
graphic and homophonic stimuli). If motoric variables contribute
to written repetition priming, one would still expect priming be-
cause the motoric pattern is shared between study and probe
phases. By contrast, a null finding would locate the effect at a more
abstract level. Unfortunately, it is very difficult (if not impossible)
to identify the appropriate stimuli due to the scarcity of homo-
graphic heterophones in English. Furthermore, a null finding
would exclude motoric sources of priming but would still not
allow distinguishing between phonological and orthographic con-
tributions: Repetition priming would no longer be expected if it is
phonologically based as the two phonological word forms differ.
Neither would priming be expected if it involves incrementing a
link between concepts and orthographic form (Link A in Figure 1)
because two different conceptual entries link to the same graphe-
mic form. Hence, it is at present unclear how an explicitly ortho-
graphic locus of repetition priming in written tasks could be
demonstrated. This, however, does not take away from our ulti-
mate goal, which was to use repetition priming to gauge the
relative contribution of phonology to orthographic output tasks.

A Lemma Account of Repetition Priming?

The logic underlying the work reported in this article may be
challenged by an alternative account of repetition priming effects
in production tasks. According to prominent theories of spoken
word production (e.g., Levelt et al., 1999), lexical access is a
two-step process consisting of selection of a lemma, that is, an
abstract representation of syntactic–semantic properties of a word,
followed by access to the word’s form (phonological encoding).
According to Wheeldon and Monsell (1992), repetition priming

effects in spoken word production result from the modification of
the link between a word’s conceptual and phonological represen-
tations. If lexical access indeed occurs in two steps, then repetition
priming could in principle result from the link between concepts
and lemmas, from the link between lemmas and word forms, or
from both.

Lemmas are conceived as modality-unspecific abstract codes,
that is, one and the same lemma is assumed to support word
processing and production in various modalities (e.g., visual word
recognition, speech perception, spoken and written picture nam-
ing). Hence, if repetition priming results in a strengthened link
between conceptual and lemma codes, then it would not be very
surprising that the observed effect was essentially identical with
spoken and written responses (Experiments 1 and 2) and was
preserved in our cross-modal experiments (Experiments 3 and 4).
In all cases, the same lemma representation is assumed to mediate
lexical access, and hence, comparable degrees of priming should
be found. This possibility would undermine our claim that the
results of our cross-modal experiments demonstrate the role of
phonology in written production.

It is not straightforward to counter this argument, not the least
because the necessity of postulating lemma representations in the
first place remains highly controversial (e.g., Caramazza, 1997). In
the literature on visual word recognition, the finding that cross-
modal long-term priming (e.g., from repeating a spoken word to
visual lexical decision) is substantially reduced or even eliminated,
compared to a unimodal case (e.g., Bowers & Michita, 1998), is
incompatible with the idea that processes operating at the abstract
lemma level underlie long-term priming. A direct test of the lemma
account with our current methodology would consist of identifying
an experimental task that requires lemma access but no retrieval of
word forms and then assessing whether repetition priming persists
even under such circumstances. However, whether such a task
exists is questionable, given recent evidence for cascadedness in
spoken production (e.g., Morsella & Miozzo, 2002).

Perhaps the strongest evidence against a lemma-based locus of
repetition priming comes from related findings reported by Wheel-
don and Monsell (1994). They investigated, in an experimental
paradigm similar to the one used in Wheeldon and Monsell (1992),
the effects of semantic competitors. They tested for the effects of
priming from a study-phase response to a definition (“the largest
creature that swims in the sea?”; answer: “whale”) to a probe-
phase response consisting of a semantic competitor (“shark”).
Semantic inhibition was found, which is most easily accounted for
by postulating a strengthened link between concepts and lemma
representations: Such an increment would subsequently render a
semantically related lemma more difficult to access because the
originally accessed lemma now constitutes a more potent compet-
itor. By interleaving prime and probe trials, they were able to
obtain a time-course estimate of this effect, and the results showed
that although the effect persisted over at least three intervening
trials, it disappeared when assessed between experimental blocks
(see also Tree & Hirsh, 2003, for a similar time-course analysis).
This observation is in stark contrast to the repetition priming effect
reported in Wheeldon and Monsell (1992) and others, which
persists over much larger time intervals. Given the diverging
time-course characteristics of semantic competitor versus repeti-
tion priming, Wheeldon and Monsell postulated two different
underlying mechanisms: priming between concepts and lemmas
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for semantic competitor priming and priming between lemmas and
word forms for repetition priming. This account to date is the only
one that could explain both semantic inhibition and repetition
priming, as well as their respective time courses. If correct, it
would invalidate the possibility that repetition priming residing at
the lemma level, or between conceptual and lemma representa-
tions, could account for the findings reported in the current article.

In summary, our results demonstrate long-lasting repetition
priming in the production not only of spoken but also of written
words. Furthermore, the finding that priming was also found when
words were spoken in the study phase and written in the probe
phase, and vice versa, strongly argues for a phonological contri-
bution to the generation of orthographic output codes.
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Appendix

Materials Used in Experiments 1–5

(Appendix continues)

Table A1
Set A

Item Target Definition

1 arrow A long pointed symbol used to display a direction
2 balloon A ball filled with air and attached to a string, used for celebrations
3 barrel He is a ____ of laughs
4 camel Animal with a hump that lives in the desert
5 candle A tube of wax with a wick which is burnt
6 carrot Bugs Bunny’s favourite vegetable is a ____
7 cigar He lit a large Cuban ____
8 clown Comic entertainer in a circus
9 donkey Can talk the hind legs off a ____

10 drum Instrument with a skin you beat with sticks
11 elephant Large grey animal with ivory tusks
12 envelope A white paper container used for sending letters through the post
13 fox Sly like a ____
14 frog If you kiss one it may turn into a prince
15 giraffe The tallest land animal from Africa
16 harp Stringed instrument played by angels
17 jug A large glass container that is used to hold and pour liquids
18 kangaroo An Australian animal which bounces with its hind legs
19 kettle Polly put the ____ on
20 ladder It has rungs you climb up
21 leaf She was shaking like a ____
22 lemon Easy peasy, ____ squeezy
23 owl Nocturnal bird thought to be wise
24 pear A fruit like an apple that tapers towards the stalk
25 pig A ____ in a poke
26 rabbit I am sure he will pull a ____ out of the hat
27 ruler Object used to measure and draw straight lines
28 scissors Sharp implement used to cut hair
29 seahorse Small marine fish with a prehensile tail, swims in an upright position
30 snowman Figure of a person built in Wintertime outdoors
31 spider It spins a web to catch its prey
32 stool You sit on one at the bar in a pub
33 tomato Vegetable used to make ketchup
34 trousers Clothing you wear on your legs
35 trumpet He is blowing his own ____
36 violin A wooden musical instrument that uses a bow
37 zebra To talk the stripes off a ____

825REPETITION PRIMING AND WRITING

Th
is

 d
oc

um
en

t i
s c

op
yr

ig
ht

ed
 b

y 
th

e 
A

m
er

ic
an

 P
sy

ch
ol

og
ic

al
 A

ss
oc

ia
tio

n 
or

 o
ne

 o
f i

ts
 a

lli
ed

 p
ub

lis
he

rs
.  

Th
is

 a
rti

cl
e 

is
 in

te
nd

ed
 so

le
ly

 fo
r t

he
 p

er
so

na
l u

se
 o

f t
he

 in
di

vi
du

al
 u

se
r a

nd
 is

 n
ot

 to
 b

e 
di

ss
em

in
at

ed
 b

ro
ad

ly
.



Received October 19, 2010
Revision received January 19, 2011

Accepted January 24, 2011 �

Table A2
Set B

Item Target Definition

1 anchor Object used to secure a ship at the bottom of the sea
2 apple An ____ a day keeps the doctor away
3 ashtray An object you put a burning cigarette on
4 axe Implement with a sharp metal head for chopping up wood
5 banana Fruit with a yellow skin you can slip on
6 basket Don’t put all your eggs in one ____
7 boot A Wellington is a kind of ____ worn in wet weather
8 button A round disk, attached to clothes to fasten them
9 cannon He’s a loose ____

10 comb Piece of plastic with teeth for tidying the hair
11 fork A device with three prongs used to eat food
12 glove A warm covering you put your hand into
13 grapes The fruit used to make wine
14 hammer Tool used to knock in a nail
15 kite Light paper structure flown on a string in the wind
16 lion Known as king of the beasts
17 nail You knock it with a hammer
18 onion Vegetable that makes your eyes water when chopped
19 peacock Proud as a ____
20 pen You use one to write with in ink
21 pencil A writing device with a graphite mine
22 penguin Flightless bird from Antarctica
23 pepper We had a stuffed bell ____ for lunch
24 pumpkin It is used to make lanterns on Halloween
25 sandwich Two slices of bread with a filling inside
26 screw He has a ____ loose
27 snail Slow moving slug that carries its shell on its back
28 snake A ____ in the grass
29 sock You put one on before you put on a shoe
30 spoon Piece of cutlery used to eat liquids, such as soup
31 swan Water bird with a long graceful white neck
32 thimble You wear one to protect your finger while sewing
33 toaster Kitchen appliance used for making bread crisp by heating it
34 umbrella You carry one in case of rain
35 vase A decorative container for flowers
36 whistle The farmer beckoned the sheep dog with a shrill ____
37 windmill Dutch building with rotating sails
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